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 The utilization of machine learning and deep learning methods for crime 

prediction has become a focal point for researchers, aiming to decipher the 

complex patterns and occurrences of crime. This review scrutinizes an 

extensive collection of over 150 scholarly articles to delve into the 

assortment of machine learning and deep learning techniques employed in 

forecasting criminal behaviour. It grants access to the datasets leveraged 

by researchers for crime forecasting and delves into the key methodologies 

utilized in these predictive algorithms. The study sheds light on the 

various trends and elements associated with criminal behaviour and 

underscores the existing deficiencies and prospective avenues for 

advancing crime prediction precision. This thorough examination of the 

current research on crime forecasting through machine learning and deep 

learning serves as an essential resource for scholars in the domain. A more 

profound comprehension of these predictive methods will empower law 

enforcement to devise more effective prevention and response strategies 

against crime. 
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I. INTRODUCTION 

 

Crime prediction integrates data science and machine 

learning to anticipate crimes, aiding proactive policing. 

It uses historical data and algorithms to identify crime 

patterns and inform resource allocation. Advances in 

machine learning have enhanced crime prediction 

accuracy, supporting safer communities and smarter 

law enforcement. Understanding the factors behind 

crime helps address the challenges of urbanization and 

crime prevention. 
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II. EXISTING SYSTEM 

 

The crime prediction system uses the Random Forest 

Classifier to forecast and categorize crimes effectively. 

It stands out for its accuracy, handling complex data, 

and combining multiple decision trees for reliable 

predictions. The dataset contains 15 features, aiding in 

comprehensive analysis. Tailored for law enforcement 

and policymakers, the system supports strategic 

decision-making and enhances public safety, 

demonstrating high accuracy without notable 

drawbacks. 

 

Existing System Disadvantages : 

1. Computational Intensity: The system’s need for 

substantial computational power can be a hurdle in 

real-time applications or when resources are limited. 

2. Lack of Interpretability: The complexity of the 

Random Forest algorithm can make it difficult to 

understand and explain the model’s decisions, affecting 

transparency. 

 

III.  PROPOSED SYSTEM 

 

The enhanced crime prediction system utilizes Python 

and integrates Decision Tree and Bagging Classifiers to 

improve accuracy in Portland’s crime analysis from 

2015 to 2023. It maintains high accuracy, processes a 

vast dataset with over half a million data points, and 

classifies 20 different crime types. Features like address, 

case number, and offense details provide rich input for 

the models. 

 

This system is designed for adaptability and scalability, 

with user-friendly interfaces for stakeholders. It 

includes mechanisms for continuous model updates 

and hyperparameter tuning to adapt to changing crime 

patterns. The goal is to refine crime prediction 

techniques, optimize accuracy, and overcome previous 

limitations, making it a robust tool for law 

enforcement and policymakers. 

 

Proposed System Advantages: 

1. High Accuracy: The system’s use of Decision Tree 

and Bagging Classifiers significantly boosts the 

accuracy of crime predictions. 

2.Robustness and Interpretability: The Bagging 

Classifier enhances robustness against overfitting, 

while the Decision Tree Classifier maintains 

transparency in the predictive process. 

 

IV.  SYSTEM ARCHITECTURE 

 

Our research outlines machine learning-based system 

architecture designed to differentiate between fake 

and real accounts. It starts with a dataset that 

undergoes pre-processing and feature selection to 

refine the data. This prepared data is then input into 

classifiers like Random Forest and Decision Tree, 

which predict the authenticity of an account. The 

results are labelled as either ‘Fake’ or ‘Real’ accounts, 

followed by a performance analysis and graphical 

representation of the outcomes. 

 

In essence, the architecture captures the entire process 

from raw data to actionable insights. It emphasizes the 

importance of data preparation and the use of 

ensemble learning methods to ensure accurate 

predictions. The final step involves analysing the 

model’s performance, likely to assess its effectiveness 

and accuracy in classifying accounts. This systematic 

approach is crucial for maintaining the integrity of 

digital platforms by identifying and filtering out 

fraudulent accounts. 

 
Figure 1 : System architecture 

 

V. LITERATURE SURVEY 

 

This paper explores the use of machine learning (ML) 

and computer vision to predict and prevent crime. 
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With crime rates rising, traditional methods fall short, 

prompting the need for innovative solutions. Our 

research demonstrates how ML and computer vision 

can transform law enforcement, offering faster, more 

accurate crime detection and prevention. We present 

case studies that validate the effectiveness of these 

technologies, suggesting a significant shift towards 

more advanced crime-fighting strategies. 

 

This project evaluates the use of neural networks in 

machine learning to predict criminal behaviour from 

arrest records, addressing imbalanced data with data 

augmentation and a weighted loss function. Focusing 

on deep fully connected neural networks, suitable for 

complex feature relationships and limited domain 

knowledge, the study underscores the potential of 

machine learning in crime classification and suggests 

further exploration of these techniques for enhanced 

predictive accuracy. 

 

Ensemble learning is a collective approach that 

combines the outputs of various classifiers to generate 

new predictions. Studies indicate that these ensemble 

models tend to be more dependable than single 

classifiers. Despite the availability of numerous 

ensemble techniques, selecting the right one for a 

specific dataset remains challenging. In the context of 

crime prediction in India, this complexity is 

heightened by the dynamic nature of criminal 

activities. Our research introduces a method called 

assemble-stacking based crime prediction method 

(SBCPM), utilizing SVM algorithms to enhance crime 

prediction accuracy using MATLAB. This method is 

compared with other models like J48, SMO, Naïve 

Bayes bagging, and Random Forest, showing that 

ensemble models can sometimes surpass others, 

especially in terms of correlation and error metrics. 

Achieving a 99.5% accuracy rate in tests, our method 

outperforms previous studies and aligns well with 

criminological theories, proving effective for 

predicting crimes and suggesting that ensemble models 

may offer superior accuracy over individual classifiers. 

Crimes pose a significant challenge to justice and 

require effective control measures. This study 

leverages various machine learning algorithms, 

including logistic regression, SVM, Naïve Bayes, KNN, 

decision tree, MLP, random forest, XGBoost, and time 

series analysis with LSTM and ARIMA models, to 

enhance crime prediction and forecasting. The LSTM 

model showed promising results in terms of RMSE and 

MAE. Data analysis indicates a potential decrease in 

Chicago’s crime rate and a minor rise in Los Angeles’s, 

with February having fewer incidents. Predictions 

suggest a moderate future increase in Chicago’s crime 

rate with a possible subsequent decline, while Los 

Angeles is expected to see a significant decrease as per 

the ARIMA model. These insights help in early crime 

detection, identifying high-risk areas, and informing 

police strategies for improved safety. 

 

Crime significantly disrupts societal norms and 

hampers the social and economic stability of nations, a 

situation that Bangladesh also faces. This study 

concentrates on forecasting crime-prone areas, which 

can be instrumental in anticipating criminal incidents 

across various cities within specific timeframes. With 

insights into upcoming trends, law enforcement and 

detectives can implement preventive measures to 

decrease crime rates. The Random Forest algorithm is 

employed in this research to identify districts with 

varying levels of criminal activity. 

 

VI. EXISTING ALGORITHM 

 

Random Forest Classifier : The Random Forest 

Classifier is a sophisticated machine learning algorithm 

that belongs to the ensemble learning family. It 

constructs multiple decision trees during the training 

phase and outputs the class that is the mode of the 

classes for classification tasks, or the mean prediction 

for regression tasks. This method is known for its high 

accuracy, ability to handle large datasets with higher 

dimensionality, and robustness to overfitting. Random 

Forest works by creating a ‘forest’ of decision trees 
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from randomly selected subsets of the training set and 

then averaging the predictions to improve the overall 

result .  

  

VII. PROPOSED ALGORITHM 

 

The Decision Tree Classifier is a type of supervised 

learning algorithm that is used for classification tasks. 

It works by creating a model that predicts the value of 

a target variable by learning simple decision rules 

inferred from the data features. It’s like a flowchart 

where each internal node represents a test on an 

attribute, each branch represents the outcome of the 

test, and each leaf node represents a class label . On the 

other hand, the Bagging Classifier, also known as 

Bootstrap Aggregating, is an ensemble meta-estimator 

that fits multiple base classifiers (like Decision Trees) 

on random subsets of the original dataset. It then 

aggregates their individual predictions to form a final 

prediction, which helps to improve the stability and 

accuracy of machine learning algorithms by reducing 

variance and avoiding overfitting .  

 

VIII. RESULTS 

 

User 

Input : Enter Login name and Password 

Output : If valid user name and password then directly 

open the home page otherwise show error message and 

redirect to the registration page. 

 

 
Figure 1 : Login Page 

 
Figure 2: Dataset Upload Page 

 
Figure 3: Model Running 

 
Figure 4: Classification of Crimes based on Dataset 

 

IX.  CONCLUSION 

 

To sum up, the “Crime Prediction Using Machine 

Learning” initiative offers a sophisticated method for 

forecasting and sorting a range of criminal offenses in 

Portland, Oregon, USA. Utilizing Python’s capabilities 

and machine learning techniques like the Decision 
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Tree and Bagging Classifiers, the project boasts 

impressive precision, with a 98% accuracy rate for the 

training dataset and 95% for the test dataset. 

The project analyses crime trends from 2015 to 2023 

using a dataset containing over half a million records, 

enabling a detailed examination of crime evolution. It 

categorizes 20 different types of crimes, ranging from 

‘Larceny Offenses’ to ‘Gambling Offenses,’ offering a 

detailed perspective on the area’s crime scene. 

The Decision Tree Classifier enhances the system’s 

transparency, promoting confidence among users, 

while the Bagging Classifier increases the system’s 

strength, preventing overfitting and boosting 

prediction consistency. 

With a comprehensive set of features like location, case 

number, type of crime, neighbourhood, occurrence 

date and time, offense category, offense type, and 

geographical coordinates, the models are well-

equipped to deliver well-informed forecasts by 

considering various elements. 

This system not only overcomes the shortcomings of 

previous models but also brings new features such as 

the ability to adapt to changing crime trends and 

scalability for various application contexts. The 

addition of user-friendly interfaces and the possibility 

of incorporating more data sources improve the 

system’s usability and the precision of insights for law 

enforcement, urban planners, and policy makers. 

Ultimately, the “Crime Prediction Using Machine 

Learning” project emerges as a potent and efficient 

instrument for improving public safety, optimizing the 

distribution of resources, and supporting active 

decision-making in city settings. The project’s 

achievement in maintaining high accuracy and its 

comprehensive crime prediction strategy highlight its 

significance in bolstering security and shaping well-

informed public policies. 
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